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METHOD OF INFORMATION FLOW CONTROL
IN AHYPERCONVERGENT SYSTEM

In a hyperconvergent system, maintenance costs are reduced. But system performance decreases due to cen-
tralized control. Therefore, in such a system, the task of optimizing the distribution of information flows has a sig-
nificant role. The purpose of the article is to develop a method of information flow control in a hyper-convergent
system. Results of the research. The analysis of the causes of packet delay in a hyperconvergent system has been
performed. An analytical expression is obtained for calculating the value of the data packet delay on the route. The
main factors of delay are revealed. Analytical expressions are obtained for calculating the maximum intensities of
information flows in a hyperconvergent system. A method for selecting the optimal packet length is proposed. The
formulation of the problem of distribution of information flows along routes is formulated. Conclusions. The pro-
posed method is effective with centralized control and the absence of heterogeneous components. This method al-

lows you to reduce the cost of computing resources, especially with increasing network dimensionality.
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Introduction

Problem analysis and scientific publications. To-
day in the market of IT technologies distributed cloud
platforms are gradually being replaced by converged
and hyperconverged [1-2]. The infrastructure created on
the converged platform involves the pooling of memory,
computing and network resources into a pool pre-
assembled to work in the datacenter [3]. With a hyper-
converged infrastructure, the computing power, storage,
servers, networks are combined. This is done through
software. They are control through a common admini-
stration console [4-5]. With a hyper-convergent struc-
ture, one system administrator is enough to control the
system. This significantly reduces the cost of maintain-
ing the system. But at the same time, system perform-
ance is falling due to centralization of control [6].
Therefore, in such a system, the task of optimizing the
distribution of information flows plays a significant role
[7-8].

Methods of distribution of information flows under
centralized control are considered in many scientific
works [9—12]. However, the majority of papers do not
take into account the peculiarities of the functioning of
hyperconvergent systems. Therefore, the purpose of
the article is to develop a method of information flow
control in a hyperconvergent system. The method
should take into account the features of centralized
control and the lack of heterogeneity of software and
hardware.

1. Analysis of the causes of packet delay
in a hyperconvergent system

The delay of a data packet on a communication
channel consists of four components [13]:

— delay data packet for processing (switching);
the delay of the data packet in the queue;

— the delay in the transmission of the data packet;

— propagation delay of a data packet.

This consideration does not take into account the
retransmission of the data packet over the communica-
tion channel. Due to transmission errors or any other
reasons. For most real channels of communication,
retransmissions are rare. Therefore, they will not be
considered further. Also we will assume, that the packet
processing delay does not depend on the amount of
information flow. The delay of a packet is defined by
expression [12]:

T, = Teomm *+ Twair + Tlrans_'fer > (1)

where T, — total time of switching of a packet;
T,

wait

L

— total waiting time of a packet in queue;

ransfer — total transmission time of a packet on

communication channels.
Expression for definition of total time of switching
of a data packet has an appearance [12]:

hy,

w
Teomm = Ztcommb > 2
b=1
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where £, — number of the communication channels

entering a route;
tyy — packet switching time in the device, inciden-
tal b -th to a communication channel.
Total waiting time of a packet in queue to commu-
nication channels decides on the expression help:

h

w
Tyair = thait;, > 3)
b=1

where loy — waiting time of a packet in queue to b -th

communication channel.

Waiting time of a packet in queue to a communica-
tion channel depends on queue length, length of the
transferred packet, communication channel bandwidth.
It is defined by expression [12]:

1

wait
ZLwal'tb = b 'gp > (4)
Pz,
where /4, — queue length of packets to b -th com-

munication channel;

{, —the volume of the packet transferred on route;

pz, — bandwidth b -th communication channel

taking into account its loading.

Expression for definition of total transmission time
of a packet on communication channels has an appear-
ance [12]:

hy,
Ttransfer = bZ:]ttran.y’erb > 5)

where 4, usper, = k2, -l / Pz, — transmission time of a

packet on b -th communication channel;
k., —load factor b - th communication channel.

In determining the average delay of a data packet
in a data network, in addition, the following parameters
should be considered [14]:

— length of routes of information transfer,

— information density s transferred along routes;

— total information density.

Using these parameters and expressions (1-5), let's
calculate average delay of a packet:

T, :Lx
CM
o oo (©)
Xzz cméjz'hwé'{tcomm"'kz_p"_ S .KP) i
j=la=l1 Dz Dz

where ¢, —total information density;

h, —number of information flows between a set of
nodes of network;
h,, —number of routes for transfer to j -th flow in

distribution v;

cmgl — density of the j -th flow on route m ;

h,,}, — route length m/ , determined by number of

the communication channels entering a route;
t.omm — average time of switching of a packet;

k, — average load factor of a channel;
1

(, — the average volume of the packets transferred

wair — average length of queue to a channel;

to networks;

p, — average bandwidth of communication chan-
nels taking into account their loading.

The average load factor of communication chan-
nels is defined by expression [14]:

k, =k, +k., @)

where k&, — average load factor of communication

channels, created by the distributed information flows;

k. — average load factor of communication chan-

nels, created by office flows.
The total information density of the distributed in-
formation flows is defined by expression [14]:

h, hy, )
Cy = z Z cmklz . (3)
j=la=1
On the basis of expressions (1-5) let's calculate de-
lay factor of a data packet on a route:

J
wg waity,

h ly L
Ty = 2 teommy, +hzy -——+—1. )
bil pzb pzb

Communication channel density Pz, at the set

load factor kZb [14] it is equal

Pz = kzb Py, >
where Py~ communication channel throughput.

So, delay factor of a packet on a route depends on
the following parameters:

— numbers of the communication channels enter-
ing a route;
time of a packet switching;

density of communication channels;
the volume of the packet transferred on route;

— queue length.

We will determine the queue length of data pack-
ets to a communication channel by Pollacheka-Hinchin's
formula:

2
kz,,
Zb

(10)

The load factor of a communication channel is de-
fined by expression [14]:
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k2, :ch/pr ’ (1)

where Cyp total information density of the trans-

ferred information flows on b -th channel.

The total information density of the transferred
information flows on a communication channel has an
appearance:

h”' hﬂ’l . .
Cuy =2 2. ki » (12)
j=la=l1
. 0, else wy, ¢ mj;
where k] = b= Ta (13)

1, else w, em],

wj, — b-th communication channel.

So, the queue length of packets to a communica-
tion channel and its load factor depend on parameters:

— total information density;

— communication channel bandwidth.

The load factor of a communication channel is de-
fined by the value of total information density. So,
influence a delay of a packet:

— density of information flows;
length of routes;
time of switching of a packet;
throughput of communication channels;

— packet length.

At information flow control it is possible to influ-
ence length of routes and intensity of data streams. Let's
stop on a way of calculation of the maximum
information density in a hyperconvergent system. It will
allow to find value of the minimum delay of a packet.

2. Calculation of the
maximum information density
in a hyperconvergent system

For execution of distribution of information flows
it is necessary to make predesign of information density
values, which circulate in it.

Data on transfer from nodes of network come to
accidental timepoints #. The set of nodes of network
generates a stochastic data flow information density u .
The data transmission network can be presented as a
complex multiphase system of mass service [15]. On
limited intervals ¢, it is possible to assume stationarity
of a data flow [11]. Let's assume that the data flow has
properties of ordinariness and lack of an after-effect.
Probability of that in time f, will be received & data

packets at information density u, it is equal:

(”'fo)h

h!

_.t
e,

By(1)= (14)

Expected value and dispersion of the packets num-
ber which came to network during this time are equal

(15)

It means that the number of the data packets arriv-
ing in unit of time can fluctuate in quite wide limits.

m=D, =u-t,.

Let's calculate u, ; — density of a data stream from

anode y, inanode y;.

For this purpose we will set network by means of
the nondirectional weighed graph

S=(Y,0,7.0,,py) (16)

where Y — set of the graph nodes S, being in isomor-
phism with nodes of network;
hy, =|Y| — number of the graph nodes S ;

¢, Y —> N, — the weight function defining for

each node y; its productivity

(pyi :(Py (yl)’ (17)

W =Y xY —setof the graph edges S ;
l, W — N, — the weight function defining to

each communication channel w, ;

fwa’i = gw(wa,i);

Py W — N, — the weight function defining to

its length

(18)

each communication channel w, ; its bandwidth

Pw,; :pw(wa,i)' (18)

For a nodes of set Y let's construct the graph B
also we will create a matrix

Hy =|hs, | (19)

where hp . — quantity of hierarchy network levels,

through which the data packet needs to pass at exchange
between nodes y, and y; .
Using the Danzig algorithm let's define the shortest

ways between each two nodes y, and y;. We will

create a matrix

L =

m “gma,i

, (20)

where (,, . —length of the shortest way between nodes

v, and y;. Bandwidth of a way between nodes y,

and y; is defined as

21

Py ; = o0 P>
’ Wjema’i -

where Pw; edge bandwidth w B of the graph S, way

which is a part m, ; .
Let u, — maximum value of total density of data

streams of node y,, which it exchanges with all nodes
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of aset Y. Let u,;— the maximum density of a data

flow between nodes y, and y;. Then:

hy hy
gp.(pya .pma 'Zéyi .thi

i=1 i=1
u, =
a s
h}’

R A
i=1

(22)

where /, — packet length, ¢, =1+ 64 Kb [11];
Pm, ~ the weighted average density of a way be-

tween node y, and other nodes of a set Y,

h,—1
E4 pma,i mg; "B
i=l 0y,
Py =71, ; ; (23)
£4 ma,i By
i=1 (PYi
£, — the weighted average distance between

Ya
node y, and other nodes of aset Y,

y_ a,i .(pyi .pma,i (Pyl
g e [

a,i Ba,i

m

=24

h B, ~ weighted average radius of the graph B with
the center in node y, , equal

h,—

b (Py pmat
Z

pmat

Z ; (25)

ma,t ma,i

1

h

, — number of housekeeping processor opera-

tions of a packet at input-output,
h, =10°+2-10° oper. [11].

The received value u,

usually, accept

it is distributed between the
interacting nodes. Then for node y; :
Ug @y, " Pm

= “ Z
ua,i -

Mg i 'hBa,i Jj=1 ma,i ’ Ba,j

Lo, -

J ma,j

(26)

For each pair of nodes y, and y;, using expres-

sion (26), values are calculated u,; and u; ,. These

values generally can be not equal each other. Therefore

the average maximum density value of a data flow be-
tween these nodes is calculated [11]:

ua’l’ = (uai +ui’a )/2

If the structure of network changes, then recalcula-
tion of the maximum density values of the data streams
between network nodes is carried out. Let's note what

has an essential role for calculation /, — packet length

(formula numerator (22)).

3. Choice of a packet length

For messages in a hyperconvergent system packet
length ¢, it is selected by constant. Packet length 7,

cannot be too small. Because with a fixed length of an
office part of a packet the share of information part
decreases, this is transferred in one packet. Besides,
time expenditure increases by assembly and dismantling
of messages.

Also memory size increases by storage of packets
descriptors and their headings.

With a big length of a packet /, and the set reli-

ability of data transmission on a communication channel
the probability of a packet transfer with an error in-
creases. Therefore the frequency of repeated packets
transfers increases. It reduces overall performance of a
system. Besides, the share of the unused random access
memory which is taken away for packets of messages
Srows.

Proceeding from the above and taking into account
practical recommendations [16], a rational packet length
can be determined by the following expression:

= min(f

) 27)

Pl’fpz)’

where ¢ p — A rational packet length in economy terms

of memory and system expenses minimization of the
processor when processing the message; /¢ p packet

length providing the maximum transfer speed of the
message on a communication channel at the set distor-
tion probability of one bit.

The received value / P it is rounded to the next

value equal 2“”, where p — integer number, i.e.
_ Hhtl
Io =2"".

Let's assume that length of the transferred mes-
sages in a hyper convergent system is distributed under
the exponential law with mathematical expectation,
equal 7, bit. Let's consider requirements of economy

of memory and costs for assembly dismantling of the
message, which increase with reduction of packet
length. Then the trend is defined on increase in length of
the transferred messages by expression [16]:

Coy =l (0p +\Jlea 031 ),

where k; — coefficient of processor costs of assembly

(28)

the message dismantling;
¢, — packet header length;

ky —blockiness coefficient.

Value of a packet length 7, , at which message
transmission rate on a communication channel Vp ac-

cepts the maximum value, corresponds to packet length
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! Py Message transmission rate for one packet [16]:

hy,
/S N—
P Je =)+
sz (s/ p b)
ty+—p+Po~—p-(1+P0+P(,2+...)
w w
(29)
hb'(gp ﬁb)
lo—lp—
PRy
- Y4 l,
42 BT
v, 1-B, V,

where /;, —number of free bits in the last packet;

t,, — time of a packet switching;

P

), — etror probability in a packet;
V,, — data transmission rate on a communication

channel.
The number of free bits in the last packet is de-
fined from expression

hy =1, —(mod(fs,(zp —zb))wb), (30)

where mod (f s,(fp -l )) — remainder of division £

on (ﬁ o1 b) , and error probability in a packet can be

determined as

Pozl_(l_Pdis)/{p’ (31)

where Py, — distortion probability of one transmit data
bit.
Packet length fpz it is selected by discrete

search of expression values (29):

Vp(fpz ):n}ax(Vp(Ep)). (32)
p
4. Research the method
of information flow control
in a hyperconvergent system
As an efficiency indicator of a method we will se-

lect target expenses function of a computing resource
for distribution y [17]:

() _ 2. i
F = chma Ema , (33)
u  j=la=l
where
nl
Wa
ZJa = Cyy s (34)
b=1
£\, — communication channel length w,, route which

is a part m] .

Average a packet delay Tp(y) for distribution v it

can be defined by expression (6).
Expression for definition average load factor of
communication channels has an appearance [16]:

h
h,, hm Wé C ;

DI

i D
_/—la—lb—l wlp

z = hr hm >
where hw ; — number of the communication channels
4
entering a route m, ; ;
cwéb — total density of the transferred data

streams on b-th to the communication channel entering

aroute my ;

pwgb — throughput b-th communication channel,
entering a route m; .

Average throughput of a communication channel
p. is defined with its loading as:

by by hwg,' , ,
z z kZ(Jlb : szsz

_j=la=1b=1

h b hy,

22 h,

j=la=1 ¢

z

where kzéb — load factor b-th communication channel,

entering a route m; .

Considering the aforesaid, it is possible to give the
formalized problem definition of distribution informa-
tion flows along routes.

Graphs are set S = (Y, W, p., £.), U= (Y, R, u,)

and values /,, k., t), Ta, M, () =M (y)=0.

It is required to distribute data streams along
routes in network, i.e. to create families of sets M,

MY sets ¢V ¢ vector ug,Y) and matrixes

ML 20 5o that at the maximum value of total

intensity the distributed data streams of cu and condi-
tions execution:

D Vowg, €W co(x,p) < pulx,p); (35)
2) Vry,€eR - (x, 1)< u(x,); (36)
) @ SY, o ) (37)
4 VmeM T £ Thaxo (38)

data transmission in the direction of the final addressee

was carried out along two routes, i.e. in matrixes M 1V(V)

and Mvzv(v) values of elements m‘lv(x, y) and m‘i(x, ¥)
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should be other than zero, value F (v) accepted the
minimum value, i.e.

min F (v) .
Yeu (v)=el™)

Fy= (39)

For a solution of optimization model with goal
function (39) and constraints (35)-(38) the simulation
model was developed.

Results of modeling are shown on the Fig. 1.

14 4

12

10

Relative computational cost

10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58 61 64 67 70 73 76 79 82 85 88 91 94 97 100

Relative network complexity

Standart

Our method ‘

Fig. 1. Dependence relative expenses of a computing resource on network relative complexity

It is visible that with growth of network relative
complexity the offered method allows to reduce ex-
penses of a computing resource to two times.

Conclusions

It is offered a method of information flow control
in a hyperconvergent system. The analysis of the pack-
ets delay in a hyperconvergent system is carried out.
Analytical expression for calculation the delay factor of
a data packet on a route is received. Pacing factors of a
delay are revealed. Analytical expressions for calcula-

tion the maximum density of information flows in a
hyper convergent system are received. The way of the
choice of optimum length of a packet is offered. Prob-
lem definition of distribution the information flows
along routes is formulated. The offered method is effec-
tive at centralized operation and absence heterogeneous
a component. This method allows to reduce expenses of
a computing resource, especially at increase in dimen-
sion of network.

Direction of further researches — development a
solution method of the offered optimization task.
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METOA YMPABMIHHA IHGOPMALIMHUMU NOTOKAMU
B MNMNEPKOHBEPIEHTHIA CUCTEMI

H.I'. Kyuyx

V einepxoneepeenmuiti cucmemi icmomno 3HUdICYIOmMbCA UMpamu Ha 00cy206y6anHa. Ane uepes yenmpanizayiio ynpae-
JIHHA NPU YbOMY RAOAE NPOOYKmMusHicms cucmemu. Tomy 6 maxii cucmemi 3a60aHHs. ONMUMIZAYLL PO3NOOLNY THHOPMAYIUHUX
nomoxie idiepae icmomuy pons. Mema cmammi — po3po6ra memooy ynpagiinHs iHopMayitiHuMu nomoxKamu 8 2inepKoHeep-
eenmuiu cucmemi. Memoo nosunen 6paxogysamu 0coOIUBOCHI YEHMPATIZ308AHO20 YNPAGTIHHA | 8IOCYMHICIb 2eMepO2eHHOCHI
npozpamuux i anapamuux 3aco6ie. Pezynomamu oocnioxycenns. Ilpogedeno ananis npudun 3ampumKu nakemis @ 2inepkonsep-
eenmmuiti cucmemi. Ompumano aHanimuunull 8upaz O poO3PAXYHKY GeIUHUHU 3AMPUMKU haKema OaHux Ha mapuipymi. Buseneno
OCHOBHI YUHHUKU 3AMPUMKU: KITbKICMb KAHANIG 36 A3KY, W0 6X005Mb 00 MApWpymy, dac KoMymayii nakema; nponyckia 30am-
Hicmb Kauanie 36'a3Ky; 06cse nakema, nepedanozo no mapupymy,; 006dicuna yepeu. Ipu ynpasninni ingpopmayiinumu nomoxa-
MU MOJICHA 6NIUBANU HA O0BXCUHY MAPWPYMI6 i IHMEHCUSHICMb NOMOKi6 Oanux. Buxodsuu 3 yvoco ompumani ananimuuui
supasu 0Jisk PO3PAXYHKY MAKCUMATbHUX THMEHCUBHOCMel THHOPMAYIUHUX NOMOKI6 6 2inepkoneepeenmuiil cucmemi. Tlokazano,
wo icmommny poib O POPAXYHKY 2pae 006CUHA hakema. 3anponoHo8ano cnocio ubopy onmuManbHoi 008MHCUHU NAKema.
Coopmynvosana popmanizoeana nocmanoska 3a0ayi po3nodiny ingopmayitinux nomokie 3a mapwpymamu. Ilposedeno 0o-
CiOJCeHHs pO3POOAEHO20 MemOoOy YRPAGLiHHS THGHOpMAYIIHUMU NOMOKAMU 8 2inepKoHeepeeHmHil cucmemi. [[isi nepesipku
npaye30amnHocmi Mmemooy po3podieHa 8ionosiona imimayitna mooens. Sk nokasHux egexmusHocmi memody obpara yinbosa
QdyHKyia eumpam 0OUUCTIOBATLHO20 pecypcy 0A po3nodiny. Piwenna onmumizayitinoi 3a0aui ompumano 3a 0ONOMO2010 pPO3-
pobaenoi imimayitinoi mooeni. Bucnoeku. 3anpononosanuii memoo epexmusHuii npu Yenmpanizo8aHoMy ynpagiinHi i eiocym-
HOCMI 2emepo2eHHUX KOMNOHeHm. JJanuti Memoo 00360JA€ 3MEHULYy8amuy GUMpamu 004UCIIO8ATLHO20 pecypcy, 0coOaU8o npu
30LNbUWEHHT PO3MIPHOCIT MEPEICL.

Kniouogi cnosa: zinepxonsepeenmua cucmema, nponyckHa 30amuicmo, iHQopmayiinuii NOmix, 3ampumka nakema.

METO[ YNPABNEHUA NHO®OPMALIMOHHbIMU MOTOKAMU
B F'MNEPKOHBEPIEHTHOW CUCTEME

H.I'. Kyuyx

B cuneproneepeenmmuoil cucmeme CywecmeeHHO CHUMCAIOMC 3ampamvl Ha obcnyocusanue. Ho npu smom naoaem
nPOU3B0OUMENbHOCMb CUCTEMbl U3-3d Yenmpanuzayuu ynpasnenus. Ilosmomy 6 makoil cucmeme 3a0a4a ONMUMUZAYUU
pacnpeoenenus UHGOPMAYUOHHBIX NOMOKO8 uzpaem cywecmeennyio pons. Llens cmamou — paspabomxa memooa ynpaeienus
UHPOPMAYUOHHBIMU NOMOKAMU 6 2unepKkonsepeenmnol cucmeme. Pezynomamer uccnedosanun. I[Iposeden ananus npuuun
3a0epacku naKemos 6 cunepkomeepeenmuou cucmeme. IloryueHo anarumuueckoe 6blpadxceHue ONA pacyema GenuduHbl
3a0eparcKu nakema OAHHbIX Ha Mapuipyme. Buissnensl ochognbie pakmopul 3adepacku. Tlonyuensl aHarumuieckue 8blpaxceHus
0151 pacuema MAKCUMATbHLIX UHMEHCUBHOCMEU UHPOPMAYUOHHBIX NOMOKO8 8 SUNEpKOHeepeeHmuol cucmeme. IIpednoscen
cnocod evibopa onmumanvHol Oaunvl naxema. Cgopmynuposana Hopmanuzo8anHas NOCMAHOBKA 3a0auy pacnpeoenenus
UHpOPMAYUOHHBIX NOMOKO8 ho Mmapuwipymam. Bwieoodwl. Ilpednooicennviii memoo spdexmusen npu yeHmpanu3o8aHHOM
VApagienuu U OmCcymcmeul 2emepo2eHHbIX KOMROHeHm. JJaHHblll Memoo no380sen YMeHbUamy 3ampamyl 6bl4UCIUMENbHOO
pecypca, 0CobeHHO npu yeenueHuu pasmepHoOC cemi.

Kniouegvie cnoga: cunepkoneepeenmuas cucmema, NPOnyCcKHas CHOCOOHOCHb, UHDOPMAYUOHHDITE NOMOK, 3A0ePIHCKA NaKema.
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