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RESEARCH OF IMAGES FILTRATION METHODS IN COMPUTER SYSTEMS

Abstract. It is known that human eyes are less sensitive to color, than to their brightness. In the RGB color space, all
three components are considered equally important, and they are usually stored with the same resolution. However, you can
display a color image more efficiently, separating the brightness from color information and presenting it with a higher
resolution than color. RGB space is well suited for computer graphics, because it uses these three components for color
formation. However, RGB space is not very effective when it comes to real images. The fact is that to save the color of an
image, you need to know and store all three components of the RGB, and if one of them is missing, it will greatly distort
the visual image representation. Also, when processing images in RGB space, it is not always convenient to perform any
pixel conversion, because, in this case, it will be necessary to list all three values of the RGB component and write back.
This greatly reduces the performance of various image processing algorithms. For these and other reasons, many video
standards use brightness and two signals that carry information about the red and blue components of the signal, as a color
model other than RGB. The most famous among such spaces is YCbCr.
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Introduction

Problem statement. The rapid development of
information technologies led to the use of unidirectional
specific images transmission in computer systems.
According to that, in order to improve the quality of
computer systems in public institutions, active
implementation of such systems is taking place [1-3].
The main difficulty in working with video are large
volumes of transmitted information and sensitivity to
delays in the video information transmission. Therefore,
in order to eliminate the maximum redundancy amount
in the formation of the video sequence, 3 types of
frames are used: I, P and B which form a frame group
[4-7]. For a typical low complexity video sequence, the
weight of each P-frame in the stream is approximately
three times smaller than the I-frame weight. However,
taking into account the number of P-frames in the
group, they make the main contribution to the total
video data amount. Therefore, the possibility of
upgrading coding methods for P-frames is considered
on preliminary blocks' type identification with the
subsequent formation of block code structures.

It has been analysed the images filtration
methods in the computer systems and its drawbacks has
found during processing video data.

Research publications. A lot of researchers have
investigated the images filtration methods. A
comparison of international standards for lossless still
image compression was made in [8-11] and in this case
they have thoroughly investigated the compression ratio
of all the well-known compression methods available at
that time. However, the comparison in [12-14] does not
deal with analysis of the latest computer systems
standard. Another issue is that consideration is only
given to still images.

In [15], the compression ratio and execution time
of the compression methods was investigated. In addition,
they investigated the efficiency of compression methods

based only on textual data and still images. Unmoving
images are very different from the dynamic images in a
differential-represented frame scenario.

Another study on the comparison of compression
methods was conducted in [16]. They applied many
compression standards and some compression programs
to different dynamic images. They have compared both
the compression ratio and the execution time of the
compression techniques. They have pointed out that the
compression performance depends on the type of
images and the implication of this is that these results
cannot be directly applied to dynamic images in a
differential-represented frame scenario because of the
different types of obstacles.

To ensure the timely delivery of video information
resources, it is necessary to take into account the high-
speed capabilities of communication channels. To do
this, data compression algorithms are used.

The research aims and objectives. The aim of the
study is to investigate of images filtration methods in
computer systems for reducing time of information
processing taking into account the limitations of data
processing.

Research bases

Previous Images Filtration. Selection of the bright
component. It is known that a color image requires at
least three numbers per pixel to accurately convey its
color. The method chosen to represent the brightness
and color is called the color space [17].

There are three most common color models:

- RGB (used in computer graphics);

- YCDBCr (used in video systems);

- CMYK (used in the color press).

All color spaces can be listed from the RGB space
that can be obtained from the camera or scanner. The
red, green, and blueare the main components of the
colors represent three dimensions of this space, as
shown in Fig. 1.
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Fig. 1. RGB-colored model presented as a cube

RGB space is well suited for computer graphics,
because it uses these three components for color
formation [18]. However, RGB space is not very
effective when it comes to real images. The fact is that
to save the color of an image, you need to know and
store all three components of the RGB, and if one of
them is missing, it will greatly distort the visual image
representation. Also, when processing images in RGB
space, it is not always convenient to perform any pixel
conversion, because, in this case, it will be necessary to
list all three values of the RGB component and write
back. This greatly reduces the performance of various
image processing algorithms. For these and other reasons,
many video standards use brightness and two signals that
carry information about the red and blue components of
the signal, as a color model other than RGB. The most
famous among such spaces is YCbCr [19].

It is known that human eyes are less sensitive to
color, than to their brightness. In the RGB color space,
all three components are considered equally important,
and they are usually stored with the same resolution.
However, you can display a color image more
efficiently, separating the brightness from color
information and presenting it with a higher resolution
than color.

The letter Y in such a color space denotes the
component of brightness, which is calculated, as a
weighted averaging of components R, G and B under
the following formula:

Y =k R+kqG+kyB, (1)

here is k - denotes the corresponding weight factor.
According to the recommendation of the ITU R
BT.601 [20] the following ratios are proposed
kp =0,229: and ky =0,114. The multiplier kg is
derived from the relation kp +kg +kq =1. Using these

values, it is obtained a wide spread formula:

Y =0,299-R+0,587-G +0,144-B. (2)
In order to process images in this work, the bright

component of the YCbCr color space is used.
Accordingly, in order to reach this, by using the formula

2 in the software Mathcad 15. Noises in images no
system provides the perfect image quality for the object
sunder research. Images during the process of forming
their systems (photographic, holographic, and television)
are usually exposed to various occasional interference or
noise. A fundamental problem in the field of image
processing is the effective noise removal, while
preserving the image's parts which are important for
further recognition [21, 22]. The complexity of the
solution to this problem depends much on the noise's
nature. In contrast to the deterministic distortions
described by the functional transformations of the
original image, additive models, pulse and multiplicative
noise are used to describer and influences.

The most common type of interference is the
random additive noise, which is independent from the
signal. The additive noise model is used when the signal
at the system's output or at some transformation stage. It
can be considered as the sum of the useful signal and
some random signal. The additive noise model describes
well the effect of the film graininess. The fluctuation
noise in the radioengineering systems, quantization
noise in analog-to-digital converters, and the like.

Aditive Gaussian noise is characterized by adding
to each pixel images of values with normal distribution
and with zero mean values. Such noise, usually, occurs
during the digital image formation. Basic images
information is contours of objects.

Classic linear filterscan effectively eliminate, but
the degree of small parts blurriness the image may
exceed the permissible values.

Pulsed noise is characterized by the replacement of
pixels' part in the image, with the values of a fixed or
random variable. The automated digital image quality
assessment carried out using the metric of objective
image quality — Peak Signal to Noise Ratio (PSNR):

N
PSNR =10-log 255/ Z(Xi—Yi)z/N . ()
i=1

here are: Xj — pixel of the image with which it is
compared; Yj — pixel of the image being compared;
N —the number of image pixels.

In the image, such interferences look like isolated
contrast points, an example of output and distorted
impulse noise of an image with a density of 5% is
shown in Fig. 2 and 3 respectively. Peak signal to noise
ratio in this case: PSNR =9, 213 . Pulse noise is typical
of devices for inputting images from a television
camera, image transfer systems via radio channels, as
well as for digital imaging and transfer systems.

The use of linear filtration in this case is
ineffective - each of the input pulses gives feedback in
the form of a pulse filter's characteristic, and their
aggregate contributes to the noise spread in the entire
area of the image. To remove impulse noise, a special
class of nonlinear filters based on rank statistics is used.
The common idea of such filters is to detect the position
of the pulse and replace it with the estimated value,
while maintaining other pixels of the image unchanged.
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Fig. 3. Image distorted by impulse noise

Median image filtering. A successful solution to
solve an impulse noise is to use median filtration
proposed by John Tuke [23] for the analysis of
economic processes. It should be noticed that median
filtration is a heuristic processing method, its algorithm
is not a mathematical solution to a strictly formulated
problem. Therefore, the researchers pay much attention
to the analysis of the image effectiveness processing on
its basis and comparison with other methods.

When applying a median filter, each image pixel is
sequentially processed. For median filtration, a two-
dimensional window (filter aperture) is used, usually
has a central symmetry, with its center located at the
current filtration point. The dimensions of the aperture
are among the parameters that are optimized in the
process of analyzing the algorithm efficiency. Image
pixels, that appear within the window, form a working
sample of the current step.

However, as discussed above, median filtering
smoothens the image borders to a lesser degree than any
linear filtering. The mechanism of this phenomenon is
very simple and is as follows. Assume that the filter
aperture is near the boundary separating the light and
image's dark areas, with its center located in the dark
area. Then, most likely, the work sample will contain
more elements with small brightness values, and,
consequently, the median will be among those elements
of the work sample that match this area of the image.
The situation changes to the opposite, if the aperture
center is shifted to the region of higher brightness. But
this means the presence of sensitivity in the median
filter to brightness variations.

Filling the values operation of the median filter for
the pixel value of the elementary object will correspond
to the following expression:

i=k—|k/m]|-m, j=|k/m],
Yk =% j { 2 } (4)
k=0..(2m+1)% -1

here are: Xi,j - the value of the pixel of the original

image with coordinates i and j; yj - a set of pixels'

values included in the function's structure of the median
filter; k - pixel values' index of the median filter; m -
the radius of the median filter.

Fig. 3 gives an explanation of the performed medial
filtering operations, and shows the location of the median
filter elements’ values for radius values. In this case, the
final, resulting value of the median filter will be obtained
after sorting the found items by their value.

(2m+1)2—1};

{y|'<}={ybﬁyiﬁylgs...3y

{ylk}z{Y‘o >y 2yp2.2y
®)

(2m+1)2—1}’
here are: {yk} a declinely sorted collection of the

values of the median filter's function; yb- the pixel's
first value in the sorted set structure of all values of the

median filter's function; yi- the pixel's second value in
the sorted set structure of all values of the median filter's

function; (2m+1)2—1 - the maximum number of

median filter's elements for a rectangular window; m -
the median filter's radius.

The value y( /2 will be the median value

(2m+1)2—1)
of the median filter. Therefore, it will be the solution of
processing one pixel. In order to find the following
values, the window function shifts to the right and when
the image border reaches down one pixel down and
moves from the original zero position on the horizontal
axis until the image boundary is reached. In the end, an
array containing the found values of the median filter will
be formed. In this work, the median filtering is
implemented using the software package Mathcad 15, the
functional diagram of the algorithm is shown in Fig. 4.

The example below describes the use of a
rectangular median filter matrix, but applying a
rectangular window has errors in finding the correct mean
value. To minimize this error, use the window in the form
of a "snowflake", which is given by the formula:

il =/ [, i < m;
Yk =% j ij<m, j=0; ¢, (6)
[il<m,i=0.
here is
il =1 [, il < m;
lij<m, j=0; { -
[il<m,i=0.

the condition for selecting the elements of the median
filter for the window in the "snowflakes" form;
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Fig. 4. Median filtering rectangular window

The explanation for median filtering for windows
in the "snow flakes" for mand in the form of a circle are
shown in Fig. 5 and Fig 6 respectively.
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Fig. 5. Median filtering in the form of a "snow flake"
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Fig. 6. Median filtering in a circle-shaped window

Each of these windows gives good results in
analyzing individual image, so in order to a verify the
result site suggested to use the average value obtained a
result of separate three operations.

Examples of this algorithm's work for an image
having an average saturation with small details given in
Fig. 7, at various values of the size and type of filter
aperture.

Fig. 7. Image distorted by impulse noise

Gauss filter. Often, all images have a lot of small
details that greatly impede image processing, and may
also result in some algorithms that are not working
correctly, such as contour selection. Therefore, there is a
need for pre-processing images that reduces the amount
of small parts. Usually Gauss filter [18] is used to solve
such problems. The Gauss filter is based on the
Gaussian functions of one and two variables:

G(x)= ! =@ 20°
2
S (7)
X4y
G(x,y)=1——-e 20°
2162
Here are: o — standard deviation of normal

distribution, which specifies the "blurring degree" of the
processed image; X, y — distance from the starting point
(pixel) to the point for which the value of the function is
calculated vertically and horizontally, respectively. In the
general case, Gauss distribution has the form (Fig. 8).

0,<0,<0;

Fig. 8. The Gaussian distribution for different values

Thus, based on the Gauss function, a convolution
matrix is constructed, for which the average weighted
value of the neighboring pixels is calculated for each
pixel of the image:
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k
Z msinejC (0. 1) (8)

II
||| M"_

here is k — the dimension of the matrix of convolution.

As a result of applying the Gaussian filter, all
distorted pixels (pixels, which brightness is very
different from the brightness of the neighboring pixels)
take an average value, noise is suppressed, and the
contours of the objects are emphasized, which is very
useful in recognizing images on digital images.

In this work, the Gauss filter is implemented by
using the software package Mathcad 15. The value of
the parameters is selected under condition [24-26]: the
range of observation should be chosen to be the least.
For each case, the execution time is calculated.

Binaryization of the image. Important stage of
image processing and analysis is segmentation. In other
words, this is the division of an image into an area for
which a certain homogeneity criterion is performed. For
example, the allocation of regions, which has
approximately the same brightness. The concept of an
image area is used to define a coherent group of image
elements that have a certain common feature (property).

One of the basic and easy ways is segmentation
using the threshold. The threshold is a feature (property)
that helps to divide the desired signal into classes. The
operation of the threshold division is to match the
brightness value of each image 's pixel with a given
threshold value.

Operation of the threshold division, which
eventually gives a binary image, is called binary
operation. The purpose of the binarization operation is
to drastically reduce the amount of information
contained in the image. In the binarization process, the
original halftone image having a certain number of
brightness levels is converted into a black and white
image whose pixels have only two values - 0 and 255.

The need of elimination a large number of errors in
the binarization process, led to a large number of binary
methods. They are divided into two groups, which are
based on the construction of the threshold surface:

- global binarization methods;

- local binarization methods.

The threshold surface is a dimension matrix M x N
corresponding to the size of the original image. Each
matrix cell defines the threshold of binary brightness for
the corresponding pixel in the original image. In the
global binarization methods, the threshold surface is a
plane with a constant threshold brightness value. In case
of local binaryization methods, threshold brightness
values change from point to image point, and is
calculated based on some local features in the pixel
vicinity or group of pixels.

The global binarization methods:

- binarization with the wupper threshold: the
simplest method. In this case, if the pixel's brightness,
below the given threshold, is converted to black (0), the
rest is white (255):

f,(m,n)_{o,f(m,n)sP;

~ | 255, f (m,n) > P. ®)

- binarization with two thresholds: if the pixel's
value is above the upper limit - it takes the maximum
value (255), if the pixel is lowered (0), the pixels with
values falling within the range of the thresholds take the
fixed mean (127), which, usually, specified at the
following stages [27-29]:

0,f(mn)<A;
f'(m,n)=1127,B < f (m,n) > P;
255, f (m,n) > P,.

(10)

- Berns' binarization method. A simple square
aperture with an odd number of pixels runs in a loop
over all pixels of the original image. At each step are
Min and Max for this aperture. The average value is

found P =(Min+Max)/2. If the current pixel is larger

than P- it becomes white (255), otherwise black (0).

Local binarization methods.

- Otts'binaryization method. This method uses a
distribution histogram of the pixels' brightness values of
the of the image. A histogram is constructed and based
on values hj =nj /N, here is N - the total number of

pixels in the image, n is the number of pixels with and
brightness level. The brightness range is divided into
two classes using the threshold brightness value k - the
integer value from 0 to L. Each class corresponds to the
relative frequencies w, w; :

(11)

The method, which is proposed in this work, is an
improved Burns' method. Burns' method has a great
time to perform, so the following algorithm is proposed
for improvement:

- the image is divided into blocks of some size
(optional);

- for each block the threshold is determined;

- comparing the pixel value of the corresponding block
with - the threshold value corresponding to this block.

Conclusions

1. For best results it is expedient to use for each
image type your template size, as well as its type.

2. For the first type of image, it is better to choose a
filter size of 5 pixels.

3. For all image types, regardless of the filter's size, the
best result can be obtained by using a "snowflake" pattern.

4. An increase in the size of the filter is not feasible
because it leads to an increase in the algorithm's running
time and a "tampering" of the image.

97



Advanced Information Systems. 2021. Vol. 5, No. 1 ISSN 2522-9052

10.

11.

12.

13.

14.

15.
16.

17.
18.
19.
20.
21.

22.
23.

24.
25.
26.

27.

28.

29.

REFERENCES

Yevseiev, S., Ahmed Abdalla, Osiievskyi, S., Larin, V. and Lytvynenko, M. (2020), “Development of an advanced method
of video information resource compression in navigation and traffic control systems”, EUREKA: Physics and Engineering,
No. 5, pp. 31-42, DOI: https://doi.org/10.21303/2461-4262.2020.001405.

Mashtalir, S., Mikhnova, O. and Stolbovyi, M. (2018), “Sequence Matching for Content-Based Video Retrieval”,
Proceedings of the 2018 IEEE 2nd International Conference on Data Stream Mining and Processing, DSMP, art.
no. 8478597, pp. 549-553, DOI: https://doi.org/10.1109/DSMP.2018.8478597.

Ruban, I., Smelyakov, K., Vitalii, M., Dmitry, P. and Bolohova, N. (2018), “Method of neural network recognition of
ground-based air objects”, Proceedings of 2018 IEEE 9th International Conference on Dependable Systems, Services and
Technologies, DESSERT, pp. 589-592.

Sumtsov, D. Osiievskyi, S. and Lebediev, V. (2018), “Development of a method for the experimental estimation of
multimedia data flow rate in a computer network”, Eastern-European Journal of Enterprise Technologies, Vol. 2, Is. 2-92,
pp. 56-64, DOI: https://doi.org/10.15587/1729-4061.2018.128045.

Pavlenko, M., Kolmykov, M., Tymochko, O., Khmelevskiy, S. and Larin, V. (2020), “Conceptual Basis of Cascading
Differential Masking Technology”, 2020 IEEE 11th International Conference on Dependable Systems, Services and
Technologies (DESSERT), DOI: https://doi.org/10.1109/dessert50317.2020.9125024.

Hubbard, T. and Bor, R. (2016), Aviation Mental Health: Psychological Implications for Air Transportation, Routledge,
London, 376 p.

Tyurin, V., Martyniuk, O., Mirnenko, V., Open’ko, P. and Korenivska, I. (2019), “General Approach to Counter Unmanned
Aerial Vehicles”, 2019 IEEE 5th International Conference Actual Problems of Unmanned Aerial Vehicles Developments
(APUAVD), DOI: https://doi.org/10.1109/apuavd47061.2019.8943859.

Mistry, D., Modi, P., Deokule, K., Patel, A., Patki, H. and Abuzaghleh, O. (2016), “Network traffic measurement and
analysis”, 2016 IEEE Long Island Systems, Applications and Technology Conference (LISAT), DOI:
https://doi.org/10.1109/LISAT.2016.7494141.

Tkachov, V.M., Tokariev V.V., Radchenko V.O. and Lebediev V.O. (2017), “The Problem of Big Data Transmission in the
Mobile "Multi-Copter — Sensor Network" System”, Control, Navigation and Communication Systems, Is. 2, pp. 154-157.
Mistry, D., Modi, P., Deokule, K., Patel, A., Patki, H. and Abuzaghleh, O. (2016), “Network traffic measurement and
analysis”, 2016 IEEE Long Island Systems (LISAT), DOI: https://doi.org/10.1109/LISAT.2016.7494141.

Kharchenko N., Tristan, A. and Kharchenko N. (2014), “The Problem Aspect of Control of Bit Speed of the Video Stream in
Telecommunication Networks”, International Conference TCSET'2014 [“Modern problems of radio engineering,
telecommunications, and computer science”’], Lviv-Slavske, Ukraine, February 25 — March 1, 2014, pp. 533-534.

Donets, V., Kuchuk, N. and Shmatkov, S. (2018), “Development of software of e-learning information system synthesis
modeling process”, Advanced Information Systems, Vol.2, No2, pp. 117-121, DOI: https://doi.org/10.20998/2522-
9052.2018.2.20.

Wang, S., Zhang, X., Liu, X., Zhang, J., Ma, S. and Gao, W. (2017), “Utility-Driven Adaptive Preprocessing for Screen
Content Video Compression”, IEEE Transactions on Multimedia, 19 (3), art. no. 7736114, pp. 660-667.

Pavlenko, M., Timochko, A., Korolyuk, N. and Gusak, M. (2014), “Hybrid model of knowledge for situation recognition in
airspace”, Automatic Control and Computer Sciences, Vol. 48, Is. 5, pp. 257-263.

Taylor, S.E. (2015), Health psychology, McGraw-Hill Education, New York, 430 p.

Popovskiy, V.V., Saburova, S.O., Oliynik, V.F., Losev, Yu.l. and Ageev, D.V. (2006), Matematichni osnovi teoriyi
telekomunikatsiynih system, SMIT, Kharkiv, 564 p.

Pavlenko, M.A. (2012), “Metody i procedury otbora operatorov ASU pri ispol'zovanii intellektual’nyh sistem podderzhki
prinyatiya reshenij”, Zbirnik naukovih prac HUPS, No. 4 (33), pp. 171-177.

Kharchenko, V. and Mukhina, M. (2014), “Correlation-extreme visual navigation of unmanned aircraft systems based on
speed-up robust features™, Aviation, Vol. 18, Is. 2, pp. 80-85, DOI: https://doi.org/10.3846/16487788.2014.926645.

Brown, T.A. (2015), Confirmatory factor analysis for applied research, Guilford Press, New York, 462 p.

Gonzales, R.C. and Woods, R.E. (2002), Digital image processing, Prentice Inc. Upper Saddle River, New Jersey, 779 p.
Ericsson, K.A., Charness, N., Feltovich, P.J. and Hoffman, R.R. (2018), The Cambridge handbook of expertise and expert
performance, Cambridge University Press, New York, 918 p.

Wickens, C.D. (2015), Engineering psychology and human performance, Psychology Press, New York, 544 p.

Li, L. (2015), “The UAV intelligent inspection of transmission lines”, Proceedings of the 2015 International Conference on
Advances in Mechanical Engineering and Industrial Informatics, DOI: https://doi.org/10.2991/ameii-15.2015.285.

Carter M.W. and Price, C.C. (2017), Operations research: a practical introduction, Boca Raton, CRC Press, FL, 416 p.
Fletcher, R. (2017), Practical methods of optimization, John Wiley & Sons, New York, 456 p.

Larin, V., Yeromina, N., Petrov, S., Tantsiura, A. and lasechko, M (2018), “Formation of reference images and decision
function in radiometric correlation-extremal navigation systems”, Eastern-European Journal of Enterprise Technologies,
Vol. 4, Is. 9, pp. 27-35, DOI: https://doi.org/10.15587/1729-4061.2018.139723.

Qassim, H., Verma, A. and Feinzimer, D. (2018), “Compressed residual-VGG16 CNN model for big data places image
recognition”, 2018 IEEE 8th Annual Computing and Communication Workshop and Conference (CCWC), DOI:
https://doi.org/10.1109/ccwe.2018.8301729.

Merlac, V., Smatkov, S., Kuchuk, N. and Nechausov A. (2018), “Resourses Distribution Method of University e-learning on
the Hypercovergent platform”, Conf. Proc. of 2018 IEEE 9" International Conference on Dependable Systems, Service and
Technologies. DESSERT 2018, Ukraine, Kyiv, May 24-27, pp. 136-140, DOI:

http://dx.doi.org/ 10.1109/DESSERT.2018.8409114

Larin, V., Yerema, D. and Bolotska, Y. (2019), “The reasoning of necessity enhancing video privacy in conditions of
providing the quality of the video information service provided in virtual infocommunication systems”, Sistemi ozbroennya i
viyskova tehnika, Vol, 2(35), pp. 158-162.

Received (Hanitiiora) 15.12.2020

98


https://doi.org/10.21303/2461-4262.2020.001405
https://www.scopus.com/record/display.uri?eid=2-s2.0-85056203380&origin=reflist&sort=plf-f&src=s&sid=7e1f26abebf7b3901cbfbe530ef14a50&sot=autdocs&sdt=autdocs&sl=18&s=AU-ID%2857201778924%29&recordRank=
https://doi.org/10.1109/DSMP.2018.8478597
https://www.scopus.com/record/display.uri?eid=2-s2.0-85050681724&origin=reflist&sort=plf-f&src=s&sid=7e1f26abebf7b3901cbfbe530ef14a50&sot=autdocs&sdt=autdocs&sl=18&s=AU-ID%2857201778924%29&recordRank=
https://www.scopus.com/record/display.uri?eid=2-s2.0-85050681724&origin=reflist&sort=plf-f&src=s&sid=7e1f26abebf7b3901cbfbe530ef14a50&sot=autdocs&sdt=autdocs&sl=18&s=AU-ID%2857201778924%29&recordRank=
https://www.scopus.com/authid/detail.uri?authorId=57201778924&amp;eid=2-s2.0-85046083495
https://www.scopus.com/authid/detail.uri?authorId=57201773605&amp;eid=2-s2.0-85046083495
https://www.scopus.com/authid/detail.uri?authorId=57201779203&amp;eid=2-s2.0-85046083495
https://www.scopus.com/sourceid/21100450083?origin=recordpage
https://doi.org/10.15587/1729-4061.2018.128045
https://doi.org/10.1109/LISAT.2016.7494141
https://doi.org/10.1109/LISAT.2016.7494141
https://doi.org/10.20998/2522-9052.2018.2.20
https://doi.org/10.20998/2522-9052.2018.2.20
https://www.scopus.com/record/display.uri?eid=2-s2.0-85013421895&origin=reflist&sort=plf-f&src=s&sid=7deb83ccffabdb70a9f28647b282836c&sot=autdocs&sdt=autdocs&sl=18&s=AU-ID%2855816400300%29&recordRank=
https://www.scopus.com/record/display.uri?eid=2-s2.0-85013421895&origin=reflist&sort=plf-f&src=s&sid=7deb83ccffabdb70a9f28647b282836c&sot=autdocs&sdt=autdocs&sl=18&s=AU-ID%2855816400300%29&recordRank=
https://www.scopus.com/authid/detail.uri?authorId=56462414900&amp;eid=2-s2.0-84919948760
https://www.scopus.com/authid/detail.uri?authorId=56462977100&amp;eid=2-s2.0-84919948760
https://www.scopus.com/authid/detail.uri?authorId=56462860800&amp;eid=2-s2.0-84919948760
https://www.scopus.com/authid/detail.uri?authorId=56462889000&amp;eid=2-s2.0-84919948760
https://www.scopus.com/sourceid/24906?origin=recordpage
https://doi.org/10.2991/ameii-15.2015.285
https://www.scopus.com/sourceid/21100450083?origin=recordpage
https://doi.org/10.15587/1729-4061.2018.139723
https://doi.org/10.1109/ccwc.2018.8301729
http://dx.doi.org/%2010.1109/DESSERT.2018.8409114

ISSN 2522-9052 CyuacHi indopmaniiiai cuctemu. 2021. T. 5, Ne 1

Accepted for publication (ITpuitasta xo npyky) 17.02.2021
BI1JIOMOCTI TIPO ABTOPIB/ ABOUT THE AUTHORS

Tumouko Ouiekcanap IBaHOBHY — JOKTOp TeXHIYHMX Hayk, mpodecop, mpodecop kadenpn, XapKiBCbKHI HaIliOHATBHUN
yaiBepcurer IloBiTpsaux Cui imeni IBana Koxeny6a, Xapkis, Ykpaina;
Oleksandr Tymochko — Doctor of Technical Sciences, Professor, Department Professor, lvan Kozhedub Kharkiv National
Air Force University, Kharkiv, Ukraine;
e-mail: timochko.alex@gmail.com; ORCID ID: http://orcid.org/0000-0002-4154-7876.

Jlapin Bonomumup BanepiiioBud — KaHAMZAT TEXHIYHMX HAyK, JOUEHT KadeApu MaTeMaTHYHOrO Ta MPOrpaMHOro
3abe3neueHHss ACY, XapkiBcbkuii HarioHanpHuN yHiBepeuTeT [ToBiTpssaux Cun imeni IBana Koxeny6a, XapkiB, Ykpaina,
Volodymyr Larin — Candidate of Technical Sciences, Associate Professor of Mathematical and Software ACS Department,
Ivan Kozhedub Kharkiv National Air Force University, Kharkiv, Ukraine;
e-mail: Volodymyr_Larin@gmail.com; ORCID ID: http://orcid.org/0000-0003-0771-2660.

KoavmukxoB Makcnm MukonaioBHY — KaHAWIAT TEXHIYHUX HAyK, CTApIIMH HayKOBUH CIiBPOOITHHK, TOKTOPAHT, XapKiBCHKUMA
HanioHansHUH yHiBepcuteT [loBiTpstHux Cni im. 1. Koxenyba, XapkiB, YkpaiHa;
Maksym Kolmykov — Candidate of Technical Sciences, Senior Researcher, doctoral student, Air Force Science center, lvan
Kozhedub Kharkiv National Air Force University, Kharkiv, Ukraine;
e-mail: MaksymKolmykov@gmail.com; ORCID ID: https://orcid.org/0000-0003-1972-3543.

Timouko Ojexcanap OJiekcaHIPOBHY — KaHIUIAT TEXHIYHUX HAyK, IMKEHEp 3 TeCTYBAaHHS NPOrPaMHUX HPOAYKTIB (hipMu
«Kreditech», Tam6ypr, HimeuunHa,
Oleksander Timochko — Expert Quality Assurance Engineer of Kreditech Holding, Hamburg, Germany;
e-mail: alexander.timochko@gmail.com; ORCID ID: http://orcid.org/0000-0003-0424-0426.

IMaBnenko BaagiciaBa AnarosniiBHa — cTyneHTKa XapKiBChKOro HallloHaIBHOro yHiBepcuteTy iMeni B. H. Kapasina, YkpaiHa;
Vladislava Pavlenko — Student of V. N. Karazin Kharkiv National University, Kharkiv, Ukraine;
e-mail: Vladislava_Pavlenko@gmail.com; ORCID ID: https://orcid.org/0000-0003-0976-0252.

Hocaix:xenns meronis ¢iabTpauii 300pajkeHb B KOMI'IOTEPHUX CHCTEMAX
0. I. Tumouxko, B. B. Jlapin, M. M. Konmuxkos, O. O. Timouko, B. M. IlaBnenko

AHoTanisi. YV craTTi BKa3yeThcs, IO JIFOJCHKI 04i MEHII YyTJIMBI JI0 KOJBOPY, HIXK JIO 1X SICKPaBOCTi. Y KOJIBOPOBOMY
npocropi RGB yci Tpu KOMIIOHEHTH BBaXalOThCS OFHAKOBO BaXKJIMBUMH, 1 3a3BHYail BOHM 30€piraloTbCs 3 OJHAKOBOIO
po3ainbHOIO 3naTHicTIo. OHAK MOXIIMBO e(peKTUBHIIIIE BiZOOpakaTH KOILOPOBE 300pakeHHs, BiIOKPEMITIOIOUH SICKPABICTh Bif
KOJIbOpOBOi iH(opMarii Ta mpencTaBisouYM HOro 3 BHLIOK po3aiuibHOI 3xaTtHicTio. [Ipoctip RGB nobpe migxomurts st
KOMI'IOTepHOI rpadiku, OCKINBKU BiH BUKOPHCTOBYE IIi TPU KOMIIOHEHTH IUisi hopmyBaHHs KonmbopiB. Onnak npoctip RGB ne
nyxe eeKTHBHHUI, KOJNU CIIpaBa CTOCYEThCS pealbHUX 300paxeHb. CrpaBa B TOMY, 110 Ul 30epeKEHHS KOJIBOPY 300paKEHHS
MOTpiOHO 3HATH Ta 30epiraTu Bci Tpu KommoHeHTH RGB, i sKII0 oAuH i3 HUX BIACYTHIH, Lie CHJIBHO CIIOTBOPHUTH Bi3yallbHE
300pakenHs. Kpim Toro, mpu o0podui 300paxkens y npocropi RGB He 3aBxan 3pydHO BHKOHYBaTH OYIb-sIKE MEPETBOPESHHS
IKCEeNiB, OCKIIBKY B IbOMY BUIAJAKY OyJe MOTpiOHO mepepaxyBaTu BCi TpW 3Ha4deHHs kKoMroHeHTa RGB i 3pobutu 3BopoTHMIA
3amuc. e 3HauHO 3HMKYE NPOAYKTUBHICTh Pi3HUX aJIrOPUTMIB 0OpOOKH 300pakeHb. 3 IUX Ta IHIIKX MPUYKUH 0araTo CTaHAapTIiB
BiJICO BUKOPHUCTOBYIOThH SICKPABICTh Ta JIBa CHTHAJIH, IO MEPeIaloTh iHPOPMALIiI0 PO YSPBOHMUI Ta CHHIH KOMIIOHEHTH CUTHAIY,
SIK KOIIbOPOBY Mojeinb, Biaminny Binm RGB. Haiisimominmii cepen takux mpocropiB — YCDbCr. Bymo BusiBiieHo, 1o s
JOCSTHEHHs] HaWKpaIUX pe3yJabTaTiB JOLIJIbHO BUKOPHCTOBYBATU UISl KOXKHOTO THITYy 300paKeHHsI pO3Mip MIAOIOHY, a TaKOX
Horo tur. J{yist 300pakeHHs MepIIoro TUITY Kpaille BUOpaTH GiibTp po3MipoM S mikceniB. J{ist BCiX TUIIB 300paKeHb, HE3AJICKHO
BiJ po3Mmipy ¢inbTpa, HalWKpaluid pe3yabTaT MOXKHA OTPUMATH, BUKOPHUCTOBYIOUYH LIa0NOH "cHiKMHKA". 30UIBIICHHS PO3MIpY
(buIbTpa HEMOXKIIMBO, OCKIJIBKY 1I€ IPU3BOIMUTH A0 301IbIICHHS Yacy po0oTu anroputMy Ta "danscudikamii" 300paeHHs.

KawuoBi ciroBa: 300pakeHHs; KOMIIOHCHT; alTOPUTM; CTAHAAPT; KOMII IOTEPHI CUCTEMH.

HccnenoBanne MeToA0B pUIbTPALNHU M300paKeHHIl B KOMIIBIOTEPHBIX CHCTEMAaX
A. U. Tumouko, B. B. Jlapun, M. M. Konmbikos, A. A. Tumouko, B. M. [1aBnenko

AHHOTauusA. B crarbe yKkas3pIBaeTCs, YTO YEIOBEYECKHE IJa3a MEHEe YyBCTBHTENIbHBI K LIBETY, YeM K MX ApKOCTH. B
1BETOBOM IpocTpancTBe RGB Bce Tpu KOMIOHEHTa CUMTAIOTCS OAMHAKOBO BAKHBIMU, M OOBIYHO OHM XPAHATCS C OAMHAKOBOH
pasperaroiei cnocobHocTh0. OHAKO BO3MOXKHO 3(PEKTUBHO OTPaXKaTh [BETHOE U300paXKeHHE, OTIENsIS IPKOCTh OT [[BETOBOM
uHMOPMALIUK U MPECTABISSL €ro ¢ Oonee BHICOKMM paspelneHueM. [IpoctpanctBo RGB xoporno moaxoaurt [uisi KOMOBIOTEPHON
rpaduKd, TOCKOJIBKY OH HCIONB3YeT 3TH TPU KOMIIOHEeHTa s (opMupoBanus 1BeroB. OmHako npocrpancrBo RGB e o4eHb
a¢dexTrBeH, KOraa Ieno KacaeTcs: peallbHbIX H300paxkeHnit. JIeso B ToM, UTO Ul COXpaHSHMsI [BETa H300paKEHHUs HY)KHO 3HATh U
XpaHUTh Bce TpH KommoHeHTa RGB, 1 eciii ojMH M3 HUX OTCYTCTBYET, 3TO CHIIBHO MCKa3UT BU3yallbHOE M300paxkenue. Kpome toro,
mpu 00paboTke n300pakenuii B mpoctpanctBe RGB He Bcerma yno0HO BBITONHATE JT1000€ MpeoOpa3oBaHUe TOUEK, OCKOIBKY B
9TOM Cilydae moTpeOyeTcsi MepevrcliuTh BCe TP 3HaueHus komrnoHeHTa RGB u cnenars 0OpaTHyrO 3amuch. OTO 3HAUMTENBHO
CHWKAEeT MPOM3BOJMTEIBHOCTD DPA3IMYHBIX AITOPUTMOB 00pabOTKM n300paxkeHHd. [Io 3TMM M JpyruM NpUYMHAM MHOTHE
CTaHZAAPThI BUJEO UCIOJB3YIOT PKOCTD M [Ba CUTHAJIA, TIEPEAAOIIe MH(OPMALIMIO O KpaCHOM U CHHEM KOMIIOHEHTAX CHIHANa, KakK
LBETHYIO MOJENb, oTin4dHyI0 oT RGB. CaMbIM HM3BECTHBIM Cpeiu Takux mpocTpaHcTB ecTh YCbCr. Bouto oOHapykeHo, uTo mist
JOCTH)KEHHMS JIYHIINX PE3yJIbTaToB LeIecO00pPa3HO UCHIONB30BATh IS KOKIOro THIA M300paKeHHs pa3Mep IIa0IoHa, a TaKKe ero
Trn. J{71st n300paXKeHus epBOro THIA Jy4IIe BRIOpaTh GUIBTP pasMepoM S mukceneil. J{iist Bcex THIIOB N300paKeHHid, HE3aBUCHMO
OT paszmepa GWIbTpa, JY4LINA pe3ylbTaT MOXKHO MOJTY4HThb, HCIONB3Ys IIAOIOH "CHe)XMHKA'. YBennueHue pasmepa (mibTpa
HEBO3MOXKHO, TIOCKOJIBKY 3TO MPUBOIUT K YBEJIMYCHHIO BpeMeHH paboThl ainroputMa u "dhanbcudukarmi’ n300pakeHus.

KawueBble cioBa: 1/1306pa)1<eH1/1$1 KOMITOHEHT; aJITOPUTM; CTaHAAPT, KOMIIBIOTCPHBIC CUCTCMBI.
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